Causal Mechanism Disentanglement to improve Few-Shot Domain Adaptation after a Sparse Mechanism Shift for Next Frame Prediction

Assuming that a distribution shift is due to a Sparse Mechanism Shift\(^1\), we can minimize the expected number of parameters that need to update by disentangling parameters with regard to causal mechanisms. Updating only the corresponding parameters might then improve adaptation speed\(^2\).
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